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Problem & Idea & Benefit & Action
Problem

Complex systems with many layers

Difficulty to obtain good performance prediction models

Idea
Derivation of storage performance models from systematic measurements
using regression techniques

Benefit
Possibility to predict the performance

Easier decisions on configurations and systems

Action
Creation and evaluation of performance models

Evaluation of techniques and optimization possibilites
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Contribution

Contribution
Creation and evaluation of regression models for storage
performance prediction

Evaluation, analysis and comparison of regression techniques valid
for storage performance prediction

Repeatable process validated in a representative real-world
environment
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System Under Study
IBM System z
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Derived from Noorshams et al. (2012)
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Modeling

Regression Models

Regression Model

Training Data

1. Training

Regression Model

Independent
Variables

Dependent
Variable

2. Prediction

Black Box

Regression Model

Model Introspection

Regression Model

A
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Regression Techniques

Linear Regression Models
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Regression Techniques

Regression Trees (CART)
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Cross-Validation
Samples Randomized
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Split into
k folds
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Experimental Setup

Workload

System Parameters

File system ext4
I/O scheduler CFQ, NOOP

Workload Parameters

Threads 100
File set size 1 GB, 25 GB, 50 GB,

75 GB, 100 GB
Request size 4 KB, 8 KB, 12 KB,

16 KB, 20 KB, 24 KB,
28 KB, 32 KB

Access pattern random, sequential
Read percentage 0%, 25%, 30%, 50%,

70%, 75%, 100%

Benchmark - FFSB
Existing benchmark

At application layer

System Setup
Virtual Machines: z/Linux
Virtualized by PR/SM in an
LPAR

DS8700 System Storage
with 50 GB volatile and 2GB
non-volatile cache.
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Approach

Goal/Question/Metric (GQM)

Measurements Analysis

Setup Analysis Stability of the Results

Parameter Analysis
Parameter Influence

Virtualization Influence

Performance Modeling

Model Analysis

Interpolation Synthetic
Random

Extrapolation Synthetic
Random

Reduced Training Sets
Nominal Split

Technique Analysis
Quality Comparison
Parameter Tuning
Tradeoff Analysis
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Measurement Analysis - Results

GQM

Measurements Analysis

Setup Analysis Stability of the Results

Parameter Analysis
Parameter Influence

Virtualization Influence
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Performance Modeling - Results
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Interpolation Using Random Samples
What interpolation abilities do the regression models show when being
tested using newly collected samples?

Method
Creation of six regression models:

Linear regression model (lm)
Linear regression model including interaction terms (lm 5param inter)
CART tree (cart)
MARS model without interactions (mars)
MARS model including all interaction terms (mars multi)
M5 model (m5)

Training using all measurements

Validation using newly collected random samples
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Interpolation Using Random Samples
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Models without interactions (lm,
mars) do not perform well.

With an error of ∼10%, M5 works
well.

Linear regression with interactions
works surprisingly well.

CART and MARS (with
interactions) rank in the midfield.
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Extrapolation Using Random Samples
How is the extrapolation ability of the regression models when testing
using newly collected data?
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Again, the models without
interactions do not work well.

CART models can not be used for
extrapolation.

M5 still performs well with an error
of ∼14%.
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Nominal Split Model Optimization
How can the regression modeling of nominal scale parameters be
improved?

Method

I/O Scheduler

Access Pattern

Model 1

Random

Model 2

Sequential

CFQ

Access Pattern

Model 3

Random

Model 4

Sequential

NOOP

Create four models for each value of each nominal parameter.

Remaining three parameters are all on ordinal scale.
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Nominal Split Model Optimization
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Models without interactions improve the most.
The best performing models do not benefit.
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Regression Technique Parameter Tuning
Which configuration parameters of the regression techniques can improve
the prediction results?

Problem
Different regression techniques have different configuration
parameters.

Default values might not be well-suited.

It is difficult to find the right parameters.

Method
Identify the most promising configuration parameters

Analyze the influence of these configuration parameters on the
prediction quality
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Regression Technique Parameter Tuning

CART
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Model minsplit cp

cart 20 0.01
cart var1 5 0.01
cart var2 20 0.001
cart var3 5 0.001

Decreasing minsplit does not
improve the models.

Decreasing cp does improve
the models by about 50%.
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Regression Technique Parameter Tuning

MARS
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Model nk threshold

mars multi 20 0.001
mars var1 40 0.001
mars var2 20 0.0001
mars var3 40 0.0001

Increasing nk improves the
models by about 50%.

Decreasing threshold

improves the models only by a
small amount.
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Regression Technique Tradeoff Analysis
What are the advantages and the disadvantages of the modeling
techniques?

Criterion Linear Regression CART MARS M5

Prediction Quality FFF F FF FFFF
Modeling Time FFFF FFF FF F
Prediction Time FFFF FFFF FF F
Interpretability FF FFFF F F

Stars are only ordered relative ranking.
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Lessons Learned

GQM

Measurements Analysis

Setup Analysis Stability of the Results

Parameter Analysis
Parameter Influence

Virtualization Influence

Performance Modeling

Model Analysis

Interpolation Synthetic
Random

Extrapolation Synthetic
Random

Reduced Training Sets
Nominal Split

Technique Analysis
Quality Comparison
Parameter Tuning
Tradeoff Analysis
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Related Work

Storage Performance Modeling
Model storage performance using various techniques:

Predict only the virtualization overhead: Ahmad et al. (2003)

Use fine-grained models: Kraft et al. (2011), Huber et al. (2010)

Omit system parameters Wang et al. (2004), Anderson (2001), Lee and Katz (1993)

Measurement Based Regression Analysis
Use, evaluate and compare regression techniques on other systems:
Westermann et al. (2012), Courtois and Woodside (2000), Kim et al. (2007)
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Conclusion
Summary

Creation and evaluation of storage performance prediction models using
regression techniques
Evaluation of techniques and optimization possibilities

Analysis Results
Extra- and interpolation of storage performance using regression models
works well: Errors ≤ 15% possible
M5 and linear regression models are the best choice in these case.
Optimization possibilities: Nominal parameters and configuration of the
regression techniques.

Outlook
Further analysis of the optimization possibilities of regression techniques.
Application and validation using true applications.
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Stability of the Results
How reproducible are the experiments results?
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Read Requests:

Mean Standard Error: 3.35%
90th percentile: 8.45%

Write Requests:
Mean Standard Error: 2.10%
90th percentile: 5.35%

Each measurement run issues
up to 2.7M requests.

Measurements are sufficient
repeatable and stable.

Dominik Bruhn – Modeling and Experimental Analysis of Virtualized Storage Performance October 12, 2012 2/16



Virtualization Influence
What is the influence of virtualization?
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Parameter Influence
Which parameters have an influence on the response time?

Read Write

25
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0/100

25
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0/100
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filesetSize

blockSize

sequentialAccess

scheduler

readPercentage

filesetSize:sequentialAccess

blockSize:sequentialAccess

sequentialAccess:scheduler

other

98.71% (Read) and 99.53% (Write) of the variation can be explained.

Without interaction terms: Only 54.03% (Read) or 63.36% (Write)

Interactions terms are necessary.

All five parameters influence the response time.
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Interpolation Using Existing Data
How good is the interpolation of the regression models when using
synthetic test sets?
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Extrapolation Using Existing Data
How good is the interpolation of the regression models when using
synthetic test sets?
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Reduced Training Sets
How many measurements are needed for an accurate model?

red1 red2

Block size 4 kB, 32 kB 4 kB, 16 kB, 32 kB
Read percentage 25%, 75% 25%, 50%, 75%
File set size 1 GB, 100 GB 1 GB, 50 GB, 100 GB
Access random, sequential random, sequential
Scheduler NOOP, CFQ NOOP, CFQ

# of configurations 32 108
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Reduced Training Sets
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Parameter Tuning–Paired T-Test

CART

Model minsplit cp p (comparing to cart)

cart 20 0.01
cart var1 5 0.01 identical
cart var2 20 0.001 0.014
cart var3 5 0.001 0.015

MARS

Model nk threshold p (comparing to mars multi)

mars multi 20 0.001
mars var1 40 0.001 0.04
mars var2 20 0.0001 identical
mars var3 40 0.0001 0.04
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System Layers

FFSB

Syscall Interface

VFS Layer

Filesystem Layer

Block Layer

Scheduler

Device Driver

Virtualization Layer
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Benchmarking Setup (Simplified)

Controller Machine
Benchmark Harness

Benchmark
Controller

Benchmark Driver
for FFSB

SQLite Database

R – Statistics Tool

Analysis
Library

Analysis, Optimi-
zation & Regressi-
on Functions

VM 2

FFSB
Benchmark

VM 1

FFSB
Benchmark

SSH

Dominik Bruhn – Modeling and Experimental Analysis of Virtualized Storage Performance October 12, 2012 11/16



Benchmarking Setup

Controller Machine
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Related Measurement Approaches
Differences from all three tools:

No automated analysis of the benchmark results
No automated model generation
No automated analysis of the regression models
No integration for storage benchmark

Differences from Software Performance Cockpit :
No simoultaneaous execution of benchmarks on multiple hosts
Relies on RMI for the transport

Differences from Ginpex :
Missing integration of external benchmarks
No regression technique integration

Differences from Faban:
No specification of multiple jobs to be run.
No analysis possibilities
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